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1. The Extreme Landscape of High Pressure

Pressure and temperature influence all properties of a
chemical system. And determine the fate of a chemical
reaction. Gases—and phase and chemical equilibria involving
gaseous reagents—are particularly sensitive to external
pressure. Liquids and solids are much less compressible
than gases, though our intuition here is constrained by our
everyday experience of pressure (or impact) up to 100 atm.
Even higher pressure does not seem to have much effect on
matter. A chemistry student, who prepares a standard KBr
pellet for an IR spectroscopic measurement (using a manual
press) actually applies about 10000 atm to the finely ground
material. Yet no major change in the physicochemical
properties of the squeezed substance is observed, except for
its consolidation into a more or less uniform pellet. The
substances in the pellet were just subjected to a pressure of
about 1 GPa (10000 bar= 9869 atm= 145038 psi= 1 GPa).

Things change much when one puts on a squeeze of 100 or
even 500 GPa to chemical elements or compounds.[1] Under
such harsh conditions, the free-energy change of the system
(due to the pV term in the Gibbs free energyG=E+ pV�TS)
may reach 10 eV per two atoms,[2] exceeding the bond energy
of any chemical bond in the 1-atm world. Clearly, in the
multimegabar range, new chemical bonds may be created and
existing ones severely deformed (usually compressed, but as
we will see, occasionally elongated, for a while).

And so they are. For example, an “atomic crystal” of
xenon (which melts at �112 8C at 1 atm) turns into a very
compact and high-melting (Tm� 3000 8C!) solid at a mere
50 GPa.[3] Clearly, new and strong Xe�Xe bonds appear (yes,
why not call them bonds, even when they may be quite
different from the bonds of ambient conditions that we think
we know well), and they keep the solid?s framework intact
even at very high temperatures. We will soon see still more
striking physics and chemistry at high pressure.

A pressure of 200 GPa typically leads to a reduction of the
volume of a solid by a factor of 1.5–5,[4] which corresponds to a
shrinking of the distances along any one dimension (if
isotropic) by a factor of around 1.1–1.7. These are huge
changes. Is there a place for chemical thinking in this world?
Physicists, who have long been active in the study of matter
under such extreme conditions, are unlikely to make much
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Diamond-anvil-cell and shock-wave technologies now permit
the study of matter under multimegabar pressure (that is, of
several hundred GPa). The properties of matter in this pressure
regime differ drastically from those known at 1 atm (about
105 Pa). Just how different chemistry is at high pressure and what
role chemical intuition for bonding and structure can have in
understanding matter at high pressure will be explored in this
account. We will discuss in detail an overlapping hierarchy of
responses to increased density: a) squeezing out van der Waals
space (for molecular crystals); b) increasing coordination;
c) decreasing the length of covalent bonds and the size of anions;
and d) in an extreme regime, moving electrons off atoms and
generating new modes of correlation. Examples of the startling
chemistry and physics that emerge under such extreme condi-
tions will alternate in this account with qualitative chemical ideas
about the bonding involved.
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room for the chemical imagination in matter under such
extreme conditions. Yet chemists, with and without the help of
detailed quantum-mechanical calculations, have developed
effective, productive ways (not one, but many) of thinking
about what holds atoms together. The strength of these ideas
is precisely in their qualitative nature.

We intend to show that simple ideas of chemical bonding,
albeit affected by the extreme conditions, serve as a useful
framework for understanding structure and reactivity under
high pressure. Or, to put it another way, that a chemical
intuition may be developed for thinking about matter in the
ultrahigh-pressure regime.

In this paper, we will alternate discussions of qualitative
ideas of bonding under high pressure with accounts of the
startling chemistry and physics that is revealed under these
conditions. Ours is not an exhaustive or critical review;[5,6] we
mean to illustrate the fascinating phenomena observed with
selected examples, to identify structural and electronic
regularities, and to try, in a qualitative way, to provide
rationales for these.[7] These explanations will of necessity be
tentative and speculative.

2. A Hierarchy of Responses to Pressure in Crystals

From many experimental and theoretical studies, a fairly
obvious perspective emerges on the factors determining

geometrical changes in response to the squeezing of an
ambient-pressure molecular solid.

We see four regimes, each with its own length/energy
scales, in order of increasing energy:
* Penetrating the repulsive region of intermolecular poten-

tials;
* Increasing the coordination at main-group and transition-

metal atoms;
* Decreasing the length of covalent bonds and the size of

anions;
* A new world of electrons moving off their atoms and new

modes of correlation.

No doubt these regimes overlap. Let?s look at them, in
turn, to see what the new rules of the game are.

3. Squeezing Out van der Waals Space

Compressing molecular crystals to modest pressure (less
than 10 GPa) may be spectacular in terms of the large volume
decrease that occurs at the early stages of squeezing—the
“van der Waals space” is most easily violated. Figure 1 shows
an example from a theoretical examination of silane (SiH4)
under pressure.[8] One of the 13 structures considered in the
study begins at ambient pressure as a molecular solid
consisting of tetrahedral SiH4 units, with Z= 1 in space
group I4̄3m. In Figure 1, the evolution of the shortest
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intermolecular H···H separation in this structure is plotted as
a function of pressure. Note the rapid decrease at low
pressure, followed by a slower diminution.

Many questions remain in this regime. With the natural
emphasis on the attractive region of intermolecular poten-
tials, which determine phase transitions, too little attention
has been paid to the repulsive part of such potentials. A hard-
sphere argument doesn?t get you far in thinking about the
effects of pressure—under high pressure, all walls soften. The
question is how much. For instance, what does it cost in
energy to reduce an H···H distance in an H2···H2 dimer to, say,
1.5 O? The question is not simple, for we are dealing with
“living” matter—the molecules or ions that we think are
doing the pressing in the solid state are themselves com-
pressed.

The behavior we observe in the case of silane will be a
feature of all molecular crystals under pressure. Let?s call it a
rough rule: A) Van der Waals space is most easily com-
pressed.

Still, not much that is really interesting (for a chemist)
occurs in the initial stages of squeezing. But once the
intermolecular interactions become stiff enough, the pV
term starts working “against” genuine chemical bonds, and
the electron-density rearrangement becomes substantial. A
typical sequence of events is that atoms increase their
coordination, when it is not prohibited by excessive energy
barriers. Eventually, the system may undergo a one-, two-, or
three-dimensional polymerization, that is, form a nonmolec-
ular, extended phase.[9] Increasing coordination is an obvious
way to adapt to higher density.

Let?s look at some examples of the spectacular and
unusual structural chemistry that develops, and follow that
with a qualitative analysis of the underlying bonding.

4. Coordination Alchemy

Squeezing the toughest chemical bonds (those formed by
Period 2 elements and by hydrogen) leads to some incredible
chemistry. Consider CO2 and N2 (Figure 2), which are both
thermodynamic sinks and yet unsaturated. That unsaturation

is pretty easily violated at high pressure. The linear CO2

molecule is known to polymerize into an extended solid
(phase V; at greater than 35 GPa and 1800 K) that, though the
exact structure is unknown, apparently resembles one of the
polymorphs of SiO2.

[10] The local coordination of the carbon
atoms is close to tetrahedral in phase V. Even N2, which
contains the strongest homonuclear bond, forms a polymer
when sufficiently compressed (at greater than 110 GPa and
2000 K).[11] In this new phase, each nitrogen atom is three-
coordinate in a pyramidal geometry, as in the ammonia
molecule or in the extended structures of the Group 15
elements.

Note that while new bonds are formed in these polymer-
izations, other bonds are broken. But these are multiple
bonds, which—strong as they are—are weaker on a per-bond
basis than the underlying s bonds. Breaking p bonds does not
cause much expansion. Forming further new bonds, however,
definitely “compactifies”. In this world pV rules!

Even those electron-rich molecules which do not have
p bonds, but feature “unshared” lone electron pairs, find
themselves engaging these unshared pairs in intermolecular
bonding at high pressure. H2O and S8 provide good examples.
When compressed above 60 GPa, water forms “ice X”
(Figure 3).[12, 13] In this phase, which consists of interpenetrat-
ing diamond networks, one can no longer identify intra-

Figure 2. Crystal structures of polymerized CO2 (phase V; C blue,
O orange) and N2.

Figure 3. Crystal structure of H2O (ice X; H yellow, O violet).

Figure 1. The evolution of the shortest intermolecular H···H separation
with pressure in one hypothetical structure for SiH4. Note the rapid
diminution in the H···H separation as the pressure increases to
10 GPa.
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molecular O�H bonds and intermolecular O···H “hydrogen
bonds”; all the O�H bonds are now equal in length. Every O�
H�O bridge is a symmetrical, strong electron-rich three-
center bond. The molecular integrity of the water molecule
has completely disappeared.

Elemental sulfur provides another example, now of
trading lone pairs for novel s bonds. At ambient pressure,
sulfur exists as a molecular phase featuring classical S8 crowns
(phase I; Figure 4). The shortest intercrown nonbonded S···S

separations are 3.37 and 3.50 O.[14] Upon progressive squeez-
ing, sulfur first turns into a one-dimensional polymer that
consists of helical chains with three atoms per turn (phase II;
at greater than 1.5 GPa, on heating).[15] In this structure, the
sulfur atoms form two short bonds (2.025 O), in addition to
weak S···S bonding interactions of 3.18 O and longer.

As the pressure increases above 36 GPa (at 300 K),
phase II transforms into phase III. This new allotrope shows
helices again, now with a fourfold screw axis. Each sulfur
atom makes two short bonds (2.09 O) at an angle of 1018 ;
there are four secondary contacts of 3.02 O.

The secondary interactions here make chemical sense—
they are reminiscent of many such interactions in the crystal
structures of the elements E of Groups 14–17 at 1 atm.[16] One
can think about a continuum of donor–acceptor interactions
(with a lone pair on E as the donor and the s* level of a
homoatomic E�E or heteroatomic E�X bond as the acceptor)
that merges into hypervalence. The longer primary bond in
S-III (relative to that in S-II) is coupled with shorter
nonbonded contacts. More on this below.

The subsequently formed phase IV (body-centered ortho-
rhombic; at greater than 83 GPa, 300 K), which contains (2+

2+ 4)- and (2+ 4+ 4)-coordinate sulfur atoms in puckered
layers, is metallic (and superconducting[17]). It has gone a long
way from two-coordination. The last phase transition found
experimentally (so far) occurs above 160 GPa and leads to
hexagonal phase V. The ultimate transformations to the
simple cubic phase VI[18] and then to the body-centered
cubic (bcc) phase VII, with its eight-coordinate sulfur
atoms,[19] have been predicted to occur in the neighborhood
of (as yet unreached) 285 and 550 GPa, respectively.

Analogies between high-pressure phases of light elements
and normal-pressure phases of their heavier congeners are
quite general.[20] In the particular example here, phase II of
sulfur closely resembles phases of selenium and tellurium
found at ambient pressure, while phase III of sulfur is similar
to the high-pressure phase Se-VII, and phase IV of sulfur is
analogous to the high-pressure phases Se-IV and Te-III.
Finally, phase V of sulfur (which is isostructural to Se-V and
Te-IV) is also adopted by b-Po.

In an insightful paper, Prewitt and Downs formulated a
set of rules of thumb for structural changes at high pressure.[21]

These rules are a summary of an immense body of crystal-
lochemical and mineralogical experience and are, in turn,
inspired by Pauling?s well-known crystal-chemistry rules.[22]

Two of Prewitt and Downs? rules of thumb are: “4. Increasing
pressure increases coordination number” and “9. Elements
behave at high pressure like the elements below them in the
periodic table at lower pressures.” The quasialchemical
transmutations of CO2 (into an SiO2 structure) and of N2

(into an allotrope resembling the elemental phosphorus
structures), as well as the mutations in the coordination of
sulfur allotropes under pressure, are all in accord with these
rules. So are many other systems.[23]

If we look at chemistry broadly, it is clear that the really
striking ambient-pressure structural dichotomy is between the
elements of Period 2 (for example, carbon, nitrogen, and
oxygen) and those of the lower Periods. And it is clear that
recent high-pressure chemistry has overcome this differential.
We think that Prewitt and Downs? rules are quite correct;
another way to summarize them is in a rough rule: B) Ionic
and covalent structures, be they molecular or extended,
respond to pressure by increasing coordination.

In this Review, we will extend the rules of Prewitt and
Downs (as well as the regularities and strategies noted by
Goodenough, Kafalas, and Longho in a perceptive analysis of
structural and electronic change under pressure[24]) to the
realm of covalently bonded and molecular structures. And we
will make a connection to the underlying quantum mechanics
and molecular orbital (MO) theory. This we begin next.

5. The Chemical Bond under Pressure

Why should Prewitt and Downs? 4th and 9th rules, or our
equivalent rule B, hold?Why should small atoms subjected to
high pressure rebond so to resemble their heavier homo-
logues? One might, rather, think that compressing large
atoms and forcing them to reduce their atomic volume should
make the heavier atoms resemble the lighter ones. Yet
essentially the inverse is observed!

Figure 4. Crystal structures of sulfur at various pressures and temper-
atures (phases I, II, III, and IV). Note that the structure of S-IV has not
been completely refined; the y fractional coordinate of S is not
determined, and we set it arbitrarily. Primary bonds are shown as
green rods, and secondary interactions as dashed lines.
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Let us step back and look qualitatively at what pressure
might do to the chemical bond.

Qualitatively, the formation of a chemical bond between
two (or more) nuclei may be thought of as a way to decrease
the internuclear repulsion. Part of the electron density moves
from the isolated atoms towards the region between them.We
term this increased (shared) electron density a bond.[25] The
value of an equilibrium bond length, thus, comes from a
compromise between internuclear repulsion, interelectron
repulsion,[26] the stabilizing (attractive) electron–nuclear
interaction,[27] and kinetic energy.

The above description, along with its implications, is
impressive only in its naRvetS.[28] As Mulliken said, “The
chemical bond is not as simple as we think.” But what a
productive oversimplification, one that has led to the
cornucopia of molecules and extended structures before us …

A further problem we must face at the outset is the
ambiguity of the various measures of bond strength, espe-
cially when pressure is applied. With some pretty well-
understood exceptions (for example, the 1,3Su

+ excited states
of C2, which have an equilibrium bond length shorter than
that of the ground state[29]), there is a triple correlation of
increasing bond-dissociation energy with decreasing internu-
clear separation and increasing force constant (Badger?s
rule). But the bonds of interest to us are squeezed; pV work
has been done on them. It?s not obvious how to define a bond-
dissociation energy under pressure. Still, the distance and
force-constant criteria remain and, in our opinion, are good
indicators of bonding strength.[30]

When external pressure is applied and the nuclei in a
molecule are brought closer to one another, the internuclear
repulsion increases. The electron density must adapt to this
new situation—it does so such that more density moves into
the internuclear region (Figure 5).[31]

One way to think about this is within the one-electronMO
picture of bonding. Consider, for example, a typical bonding
MO of a diatomic homonuclear molecule (spatial part): Y=

c1f1+ c2f2 with c1= c2= 1/
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2þ 2S12

p
, where S12 is the overlap

between the basis orbitals f1 and f2. The electron density for
one electron in this MO is jY j 2= c1

2+ c2
2+ 2c1c2S12. The off-

site term 2c1c2S12 is a rough measure of the covalent bonding,
that is, the shared electron density.[32] As S12 increases, the

coefficients c1 and c2 decrease, and the off-site term 2c1c2S12

rises at the expense of the two on-site terms c1
2 and c2

2.
A chemical bond often shortens on compression. In the

process, it becomes more covalent. Prewitt and Downs come
to the same conclusions in their rule: “3. As a given bond
compresses it becomes more covalent.”[33] As we will see soon,
the decrease in bond distance upon squeezing in the
moderate-pressure regime occurs only in the somewhat
artificial situation when there are no external bonds being
formed.

Applying a “short bond= strong bond” paradigm, a bond
should also be strengthened under pressure. This effect is also
seen in the usual increase of the force constant for bond
stretching; that is, phonons stiffen as the pressure is elevated.
Another way to think about this is that external squeezing
trims off the anharmonicity on the long-distance side of a
molecular potential.

Exceptions are occasionally found to the strengthening of
bonds under pressure, as in the case of the symmetrization of
hydrogen bonds. This symmetrization may be associated with
the movement of an O�H vibration to lower frequency. In the
important case of H2,

[34] as pressure is applied, the character-
istic stretching normal mode (vibron) first increases (the
effect of direct squeezing on the bond, we think) and then
decreases (on the way to the formation of an extended lattice
and the onset of metallization).[35]

6. Four Ways To Think about Increased Coordi-
nation

The simplified picture just presented applies to existing
intramolecular chemical bonds. But it may also be extended to
the situation when atoms from other molecules come closer to
the central atom under consideration. Internuclear repulsion
rises then as well, and the system needs to use the same trick
as before to counter the repulsion; part of the electron density
now must be relocated to the intermolecular region.

The increased-coordination regime is very chemical. The
question is: how difficult (or easy) is it for the central atom E
of a molecule ELn (where L is a “ligand”) to allow other
atoms, originally bonded exclusively to another molecule, into
its coordination sphere? In the 1-atm world, molecules of
Period 2 elements are known to resist such “associative”
reactions by very large energies. But for compounds of
elements of the lower Periods, attaining higher coordination
numbers (to a maximum of around nine) is pretty easy. So
NH5 (trigonal bipyramidal or square pyramidal) is not a local
minimum on its potential-energy surface,[36] but PH5 and
AsH5, for example, are. Crystallochemical studies reveal a
pretty flat potential-energy surface for the increased ligation
of silicon, phosphorus, and sulfur.

Here follow four ways to think about the fascinating and
crucial phenomenon of increased coordination under pres-
sure. While we will voice an opinion as to which to us seems
useful, we do not prescribe one, and only one, way to look at
the problem. Some modes of reasoning may be incommensu-
rate (in Kuhn?s sense) with others, but they still may be
productive. Chemistry often moves forward in just this way.

Figure 5. Total electron density in an N2 molecule (density isovalue:
0.2 eE�3) for an N�N distance of a) 1.3 E (an elongated bond),
b) 1.096 E (the computed equilibrium bond length), c) 0.9 E, or
d) 0.7 E (a significantly compressed bond).
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6.1. Chemical Hardness and Polarization

Compounds, be they molecules or solids, usually adopt a
nuclear arrangement which favors the maximum chemical
hardness of the entire system.[37] The chemical hardness h is
related to the ionization potential (IP) and the electron
affinity (EA) by h= (IP�EA)/2; the hardness corresponds to
roughly half of the energy gap between the filled and unfilled
levels. While we are cognizant of the dangerous anthropo-
morphism it harbors, another way of saying this is that the
ground state of a chemical system (for example, N2) attempts
to minimize the influence of its own excited states by
admixing them into itself and, in the process, pushes the
excited states up in energy.[38] From still another perspective,
this influence of electronic structure on geometry may be
described as a second-order Jahn–Teller distortion.

As the pressure is increased above 1 Mbar, some fairly
high-lying (at 1 atm) excited configurations may come into
play and mix more significantly into the ground state of the
system.[39] The argument is related to one we will return to
later in a discussion of metallization: levels spread into bands;
as a result, the gap between the filled and unfilled levels is
usually diminished.[40] The corresponding excitations are at
lower energy under pressure, so they mix to a greater extent
into the ground state. The relevant excitations for N2 are of
the p!p* type; they stretch the N�N bond, and their
involvement is necessary to describe an N2 unit bonded to
other N2 units, that is, polymerization.

The admixing of excited configurations (and the involve-
ment of virtual atomic orbitals, which are nearly unoccupied
at ambient pressure) is a mechanism for hybridization. The
Period 2 elements are relatively hard. Compression lowers
the excited states, rendering these atoms softer and allowing
for rehybridization. As a consequence, the hard and less
polarizable atoms start to resemble heavier atoms. They
become softer; their electron density is now more versatile
and less directional.[41] This is one way of understanding why
the structures of the compressed light atoms start to resemble
those of their heavier analogues.

6.2. Changes in the Importance of Multiple Bonding

Why is multiple bonding (with its concomitant low
coordination) not common for the elements of Period 3 or
below? The question is important in describing the distinct
trends in ambient-pressure chemistry within the Periodic
Table.

Here is an MO argument: the distance of the underlying
s bonds is long for these heavier elements. At that distance,
the p–p p overlap, which is necessary for effective multiple
bonding, is small. The net p–p* splitting of a hypothetical E=
E double bond is small; the p bond is then reactive—towards
acids, bases, radicals, and polymerization.

The problem is kinetic, not thermodynamic. P2, with a nice
triple bond, is the most stable diatomic molecule of a Period 3
element. But there are no bottles of P2—the persistent
allotropes of phosphorus at ambient conditions all have single
bonds in three-connected structures.

While we think that multiple bonding is important to
understanding the difference between the chemistry of the
Period 2 elements and that of the heavier elements, it is not
clear to us what the effect of pressure is on this bonding type.

6.3. s/p Mixing

A high degree of s/p mixing, as occurs in the Period 2
elements, favors definite coordination geometries (for exam-
ple, the ubiquitous tetrahedron of octet compounds) and what
one might call the “saturation of valence”. Higher coordina-
tion, especially in electron-rich systems, is actually favored for
situations where there is less s/p mixing.[42]

All the evidence (at ambient pressure) points to dimin-
ished s/p mixing as one goes down a Group. The overlap
governs the interaction between the s and p orbitals (through
the factor Hij

2 in the perturbation-theoretic expression DE=

Hij
2/(Ei�Ej), where Hij is the matrix element of the Hamil-

tonian and is roughly proportional to Sij, the overlap of the
interacting orbitals). As one descends a Group, the s orbitals
turn out to be more poorly screened than the p orbitals of the
same principal quantum number. The occupied s orbitals are
closer to the nucleus (in large part owing to a relativistic
effect), and their overlap plays a smaller role in chemical
bonding as one goes down a Group.

We have not found a good way to use s/p mixing as an
explanation of coordination alchemy under high pressure. In
the first instance, compression would seem to increase s/p
mixing for the elements of Period 3 and below, pushing
systems of these atoms to definite coordination modes with
numbers of two, three, or four. This hypothesis is not
consistent with the structural evidence, nor does it explain
the changes seen in the coordination of the elements of
Groups 14–16 under pressure.

6.4. VSEPR

The valence shell electron pair repulsion (VSEPR)
model[43] (based on Lewis structures, which are dear to the
heart of every chemist) allows qualitative rationalizations
and, in some cases, predictions of molecular geometries for a
broad range of compounds. In the VSEPR model, one
identifies local electron pairs (lone pairs and bonding pairs)
and, in the simplest version, approximates them by point
electric charges. The minimization of the repulsion of the
localized pairs yields the preferred arrangement of ligands
around an atomic center.

Within the VSEPR framework, what might one imagine
happens at high pressure? As various centers surrounded by
substantial electron density are forced closer to one another,
the separation between the localized electron pairs, therefore,
diminishes. One way to decrease the electron–electron
repulsion within each pair and between the pairs is to rebond
in such a way that the new crystal phase has more bonds
around an atom, but less electron density within each bond.
Thus, in a very general way, polymerization and an increase in
coordination number at high pressure make sense within the
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VSEPR model. Whether anything of predictive value
emerges from this viewpoint remains to be seen.

There are two bonding types which we think contribute
more than other types to the middle-energy regime under
high pressure, where atoms expand their coordination sphere.
These are discussed next.

7. Multicenter Bonding as a Way of Increasing
Coordination

Be it in B12H12
2� or XeF6, chemists have faced up to the

problem of atoms forming more bonds than the number for
which there seem to be sufficient electrons or orbitals.[44] The
ideas of electron-poor and electron-rich three-center (or
multicenter) bonding serve well here. These ideas are familiar
to chemists; a brief review is given in Appendix A. As we will
show, multicenter bonding really helps us think about the
increase in coordination under high pressure.

Closely related to electron-rich three-center bonding is a
typical structural feature (often talked about under the rubric
of “secondary interactions”) found in myriad ambient-pres-
sure crystal structures: a lone pair on one atom “faces” or
points at a s bond in another molecule, at a separation which
is less than the van der Waals distance.[16] Such secondary
interactions are rarely repulsive in the elements of Period 3 or
below.

And they are a harbinger of what happens under pressure.
These secondary interactions, which shade over into electron-
rich three-center bonds, give rise to a critical set of compacti-
fying interactions, leading in many cases to an increase in
coordination number beyond the classical values of two,
three, or four. To anticipate matters, this effect is at work in
the high-pressure sulfur structures we showed, as well as in
what happens to the structure of iodine under pressure, or to
the structures of the Group 15 elements, especially those of
arsenic and antimony, which go simple cubic under pressure.

How can these important secondary interactions be
attractive, and what is their relationship to symmetrical
three-center bonding? It makes sense to take a donor–
acceptor approach to this bonding type. Consider as a
prototype the I3

� ion, formed from I� and I2. As the I� ion
approaches the I2 molecule, there is certainly a repulsive
interaction between the p orbital of I� and the higher-lying
lone-pair n orbital of I2 (Figure 6). But at the same time, there
is an attractive donor–acceptor interaction between the
p orbital of I� and the relatively low-lying s* orbital of I2.
The resulting orbitals can be shown to evolve smoothly into
those of the symmetrical three-center bond.

As this picture implies, often there is a balance of bonding
forces (attractive and repulsive) in these systems with donor–
acceptor/electron-rich three-center bonds. So at ambient
pressure, sometimes the I3

� ion is symmetrical, sometimes
not.[45] The barrier to symmetrization (that is, increased
coordination at the central iodine atom) cannot be large—in
the gas phase, it is zero. A similar set of interactions is
available to molecular I2 under pressure (at a slightly smaller
electron count per atom). In general, for the elements of
Period 3 and below, an increase in the coordination number

from the norm of one in Group 17 (and for hydrogen), two in
Group 16, three in Group 15, or four in Group 14 is facile and
involves little cost in energy.

Symmetrical and unsymmetrical alternatives (for the
same electron count) are common in a number of ambient-
pressure crystal structures. A striking example is the Li2Sb
structure, which features linear Sb2� infinite chains coexisting
with Sb2

4� pairs.[46] And there are a multitude of ideal square
lattices (and distortions therefrom) in compounds with a
valence electron count of five.[47]

The propensity to enter multicenter bonding through both
electron-poor and electron-rich schemes is enhanced under
pressure, as we proceed to show through several examples.

7.1. Pressure-Induced Electron-Deficient Bonding

Electron-deficient bonding schemes can be used to
describe the non-diamond structures of Group 14 elements.
And they are one way to account for the Si�H bonding
(ignoring H�H and Si�Si interactions, for the moment) in
some of the recently (theoretically) explored high-pressure
structures for SiH4.

[8,48,49]

Consider, for instance, a relatively low-enthalpy (at high
pressure) structure of SiH4 (in space group I41/a) suggested by
Pickard and Needs, which is shown in Figure 7 (left). Each
silicon atom has eight nearest-neighbor hydrogen atoms, pairs
of which bridge to four neighboring silicon atoms. The
stoichiometry is SiH8/2. Each Si�H2�Si unit uses four electrons
(one from each silicon and each hydrogen atom) to bond the
four centers in a diborane fashion, as proposed by Pickard and
Needs. And there are four such Si�H2�Si bonding units for
each silicon atom.

The problem is that, on the face of it, this bonding scheme
requires eight participating orbitals from each silicon atom,
but the silicon atom has only four. This situation has been
encountered before, and one can resolve it with no great
difficulty, by using just the s and p orbitals of the central atom
for delocalized bonding. Our structure, similarly, has eight
three-center electron-deficient Si�H�Si bonds around any
given silicon atom (Figure 7, right).

Figure 6. Frontier orbitals for the approach of an I� ion to an I2
molecule to form an I3

� ion. The important orbitals are drawn out in
red.
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In general, if one is starting with a saturated molecule, a
methane analogue, and one subjects it to high pressure, the
only way that one can move to higher coordination (as one
must eventually) is through electron-deficient multicenter
bonding.

7.2. Electron-Rich Multicenter Bonding under Pressure

The effect of pressure on an electron-rich three-center
system may be gleaned from a selection of structures with
F�····Sb····F� fragments from the Cambridge Structural Data-
base (CSD).[50] If R1 is one F�····Sb distance, and R2 the other,
then R1+R2 gives an idea of the total “size” of the three-
center system (to be thought of as more or less inversely
dependent on the pressure), and R1�R2 measures the
asymmetry. Figure 8 shows a plot of R1�R2 versus R1+R2
for a selection of structures. Note the large clump of

structures that are close to symmetric at small R1+R2
values and the prevalence of asymmetrization only at large
R1+R2 values. The more space one “leaves” for the
F�····Sb····F� system, the more asymmetric it becomes. The
analog computer of the experimental structures (no calcu-
lations here!) clearly suggests that symmetrization—and with
it increased coordination—is favored as the pressure is
increased. A similar picture applies to a huge variety of
hypervalent fragments in the CSD.

In summary, we come to a rough rule: C) Increased
coordination is achieved relatively easily through donor–
acceptor bonding, which shades over into multicenter bond-
ing. Such multicenter bonding, electron-rich or electron-poor,
is a mechanism for compactification (hence, a response to
elevated pressure) for elements across the Periodic Table.

Two final comments: First, the theoretical part of the
above discussion has not invoked d orbitals for the main-
group elements. The post-Pauling consensus is that higher
angular-momentum functions (for example, 3d orbitals for
sulfur) may admix, but they serve primarily to improve the
basis set, and their participation is not essential[51]—at
ambient pressure. However, as we will see in Section 15,
there are well-established cases where high pressure brings
about real occupation of virtual (at 1 atm) orbitals. And
where even a small occupation of d orbitals greatly influences
selected observables of pressurized systems. So the question
of d-orbital participation will have to be reopened at high
pressure.

At very high pressure, coordination numbers will perforce
be very high, beyond eight. It?s obvious that the coordination
number, which is not all that easy to define at ambient
pressure, is harder still to quantify at extreme pressure.
Everything is getting closer together, and all one can do is to
look both at the relative nearest-neighbor distances and at the
absolute values of the distances.

With respect to the importance of multicenter bonding
types, this issue brings us to a second point: really high n-fold
coordination, even for elements on the right side of the
Periodic Table—the home of the electron-rich—must involve
delocalized bonding based on four central-atom orbitals (for a
main-group element and not using d orbitals) and n “ligand”
orbitals. It is possible to construct bonding schemes for pretty
much all such situations.[52] The resulting bonding situation is
by necessity electron-deficient for such high coordination.
Thus, electron-deficient and electron-rich considerations
merge into one multicenter bonding scheme.

8. A Numerical Experiment: Pushing Hard on N2

Our artificial division of various squeezing regimes
obviously cannot be precise. In an attempt to conceptually
order things, we have separated processes which, in fact, occur
simultaneously (but with different consequences for the total
energy) as pressure is applied to condensed matter. As far as
molecular crystals are concerned—and we will soon move
beyond these—gradual penetration turns on incipient secon-
dary interactions. Upon subsequent squeezing, these “weak
bonds” turn into stronger ones. The coordination number

Figure 7. Two low-free-energy structures for SiH4 under pressure
containing eight-coordinate silicon atoms (H green, Si orange). In the
structure at the left (due to Pickard and Needs,[48] at 160 GPa), each
silicon atom forms four pairs of (diborane-like) hydrogen bridges to
four silicon atoms. In the structure at the right (144 GPa),[8] each
silicon atom is involved in eight (4+4) Si�H�Si bridges to eight
different silicon atoms. The two structures seem quite different, but in
each the environment of the silicon atoms—a deltahedron (orange) of
hydrogen atoms, comprising one squashed (red rods) and one elonga-
ted (blue rods) tetrahedron—is remarkably similar.

Figure 8. Plot of R1�R2 versus R1+R2 for a large number of hyper-
valent F�····Sb····F� moieties from the CSD, where R1 is the shorter
and R2 the longer of the two F�····Sb contacts.
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increases, and the system polymerizes. Meanwhile, the “old”
covalent bonds also get compressed.

Sometimes it?s easier to do things in a computer. The
various regimes of squeezing are illustrated by a numerical
experiment[31] on a hypothetical N2 trimer, (N2)3. Two N2

molecules (with the bond length kept at 1.096 O) are
pushed towards a third, central N2 molecule (for which the
bond length R is allowed to vary freely as the optimization
proceeds; Figure 9a). The N�N···N angle is arbitrarily fixed at
109.478. Figure 9b and c plot the total energy of the system
and the optimized central distance R.

As the distance RN···N between the central and the pressing
N2 molecules decreases, significant reorganizations of the
electronic structure take place. The total energy of the system
at first rises very slowly, until an RN···N value of about 2 O is
reached. This region mostly corresponds to the first regime
(compression of the van der Waals space). But there are also
attractive interactions at work here, between the “attacking”
lone pairs of the outer N2 units and the p* orbitals of the
central N2 unit. In the region 1.7<RN···N< 2.0 O, these
attractive interactions actually lengthen the central bond
somewhat.

Continuing the simulated squeeze, the energy rises very
steeply, reaching its highest value at RN···N= 1.6 O, after which

the energy decreases again. Along the same itinerary, the
central bond length R actually shows a shallow rise from 1.096
(a typical N�N bond length) to 1.12 O (at RN···N= 1.7 O), and
then jumps to 1.45 O (a typical N�N single bond length; at
RN···N= 1.6 O). The discontinuities we see here, with their
energy and distance cusps, are characteristic of “forbidden”
reactions,[53] that is, of level crossings along a reaction path. R
then decreases for shorter RN···N separations (1.2<RN···N<

1.6 O), accommodating the new electronic situation.
The last regime, the firm squeezing of a covalent bond in a

molecule of a low-Z element, is the highest-energy process.
Here it is exemplified by the region of RN···N< 1.2 O. At such
short N···N separations, two newly formed (“intermolecular”)
s bonds, as well as the original (“intramolecular”) s bond of
the central N2 unit, are collectively squeezed. Our calculations
just begin to explore this region; we do not go further in
because a model in which the distances in the external N2

units are frozen is not realistic in this pressure regime.
Overall, as the two external N2 molecules approach the

central N2 molecule upon squeezing, the electron density at
the central N�N bond is significantly decreased, while new
electron density builds up in the N···N regions (Figure 9b).

We mentioned above the sudden jumps in energy and
distance in this model reaction. This result leads us to our next
considerations.

9. Anything To Learn from Orbital-Symmetry
Control?

In a way, compression resembles a concerted chemical
reaction. Indeed, one of the hallmarks of such a reaction is a
negative volume of activation. There is a conceptual opening
here, since extreme volume contraction, in one way of
thinking, creates high-energy waypoints. Could the electronic
discomfort generated then be viewed as progress along a
forbidden (in the sense of the ideas of orbital-symmetry
control[53]) reaction path? From which the molecules try to
escape along various vibrational and rotational degrees of
freedom? The apposite languagemay be that of certain lattice
phonons or pseudorotations being activated by pressure.

At this point, it is also appropriate to raise the question of
a quiet hope in the high-pressure community—that after
static or shock compression, the queer (from a 1-atm-
prejudiced viewpoint) high-pressure structures could be
returned intact to the ambient world.[54] To put it another
way, high pressure might become a synthetic tool, even one of
industrial significance.

That this scenario might happen is, of course, encouraged
by the story of diamond—made by high pressure, geochemi-
cally or in the laboratory, and indeed kinetically very, very
persistent, despite being metastable at 1 atm. Could one
possibly hope for the same in the case of the unusual high-
pressure polymorphs, for instance, of N2 or CO2? We doubt it
can be done for nitrogen.[55] How much phosphorus one
would have to admix with nitrogen to allow ambient-pressure
recovery of singly bonded allotropes remains to be studied.[56]

The problem has been broached in the literature, in a
number of guises.[57] We note especially the chemically

Figure 9. Results of a computer experiment on a hypothetical (N2)3
molecule.[31] a) The internal coordinate system. b) Plot of the total
energy E as a function of the distance RN···N between the central and
pressing N2 units. The total electron density in the (N2)3 molecule
(density isovalue: 0.2 eE�3) is shown for the RN···N distances of 3.0 and
1.4 E. c) Plot of the intramolecular separation R for the central N2 unit,
the one being pushed upon, as a function of RN···N.
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oriented review of Schettino and Bini, and their work on
selectivity in butadiene reactions under pressure.[58] Many of
the phase transformations to radically new polymorphs are
accomplished at high temperature (as well as high pressure).
Large activation barriers have been overcome. If the new
polymorph is quite unstable thermodynamically (at ambient
conditions), and if the reaction that re-forms the polymorph
that is stable at ambient pressure is allowed (especially if it
involves gaseous products), it is unlikely that the high-
pressure polymorph will survive. But when all pathways of
return to the more stable structure are symmetry-forbidden,
involving level crossings, the metastable isomer may survive.
Perhaps one could formulate a rough rule: D) Orbital-
symmetry considerations will affect the chance that a high-
pressure product survives return to metastability in the
ambient-pressure world.

A complication we have avoided previously needs to be
raised. A number of chemical reactions under high pressure
involve disproportionations and the escape of one product.
An example is the transformation of N2O to [NO]+[NO3]

� ,
which must be accompanied by formation of N2.

[59] An
interesting case is CO, which transforms, photochemically
above 3.2 GPa and thermally above 3 GPa (with heating), to a
polymer that survives return to ambient conditions, with some
loss of CO2.

[60] The structure of the polymer—which seems to
contain five-membered lactone rings and conjugated C=C
chains—is not simple.

At this point, let us leave molecular solids and move to a
discussion of another bonding extreme, the ionic one, under
pressure.

10. The Differential Compression of Ionic Lattices

The long standing—and continuing—interest in pressure-
induced phase transformations in “simple” ionic halides has
provided us with a broad spectrum of experimental and
theoretical data on ionic solids under pressure. So has the
mineralogy of the interior of the earth. It turns out that the
MX compounds (M=Na, K, Rb; X=F, Cl, Br, I) change
from the ambient-pressure NaCl (B1) structure to the CsCl
(B2) structure at high pressure.[61, 62] The coordination of MI is
sixfold (octahedral) in the B1 structure, while it is eightfold
(cubic) in the B2 structure.

That the lighter alkali metals again tend to resemble the
heavier one, cesium, at high pressure might be considered as
the work of Prewitt and Downs? 4th and 9th rules. But
remarkably, the B1–B2 transition occurs at a similar pressure,
pT, for all the halides of a given cation. The transition pressure
decreases sharply with the size of the cation, as exemplified by
halides of rubidium (pT� 0.3–0.5 GPa), potassium (pT� 1.9–
3.5 GPa), sodium (pT� 27–32 GPa), and lithium (pT>

100 GPa[63]). The very modest dependence of the transition
pressure on the kind of anion points to the obvious
importance of the cation size—as we know it from the 1-
atm world—for achieving eightfold coordination.[64]

While being aware of the intriguing proposition of
O?Keeffe and Hyde that one might refocus on the crystallo-
chemical role of cation–cation interactions,[65] we are follow-

ing here a classical point of view on the determinants of
crystal structure.

Indeed, anions are orders of magnitude more polarizable
than cations,[66] and they are also much more compressi-
ble.[67, 68] Therefore, as squeezing progresses, essentially it is
the size of the anions which is diminished. This effect allows
for more efficient packing of the anions around a given cation.
And for the electron density from internuclear regions
(sixfold coordination) to be utilized for extra bonding (eight-
fold coordination).

We are now in the realm of mineral structures important
for geochemistry. Some of Prewitt and Downs? rules address
such structures explicitly: “5. The oxygen atom is more
compressible than the cations” and “7. O�O packing inter-
actions are important.” Again trying to cover both the
covalent and the ionic realms, we think one can summarize
a lot of knowledge in a rough rule: E) In ionic crystals, the
anions are more compressible than the cations; therefore, the
coordination number (especially that of the cations) increases
at high pressure.

Of course, it should be easier to pack eight small F� anions
than eight large I� anions around, say, a KI cation. However,
the I� anion is also more compressible than F� . It seems that
both trends nearly cancel out, thus, yielding similar transition
pressures for KF and KI.

There are many interesting manifestations of the decrease
of the anion size under high pressure. These are exemplified
by phase transitions observed for CaO,[69] CdO,[70] and the
related compounds BeX (X= Se, Te),[71] BAs,[72] CsH,[73]

Si3N4,
[74] Ge3N4,

[75] P3N5.
[76] One might be surprised to see

CsI going 11-coordinate, ScIII going into a cubic site,[77] or
small BeII or BIII going six-coordinate while surrounded by
Te2� or As3� anions of appreciable size.[78]

Applying rule E to an environment of F� anions, we may
expect octahedral SnIV, PbIV, PaV, or UVI cations to become
eight-coordinate,[79] while larger cations (such as ZrIV, HfIV,
CeIV, or ThIV) might go to 10- or even 12-coordinate environ-
ments. But this is just the beginning; the spectrum of
substances studied so far is really narrow, and encompasses
selected elements and a small range of binary and ternary
compounds (predominantly oxides). Much more is to
come.[80–82]

11. Metallization under Pressure

The calculations on SiH4 and GeH4, predict that the
tetrahydrides of the heavier Group 14 elements should be
metallized at moderate pressure.[8, 48,49] It is time to address a
central issue in high-pressure studies: the metallization of
semiconductors and insulators.

The metallization of semiconductors, or even insulators, is
not new. As early as 1935, Bernal (cited by Wigner and
Huntington[83]) noted what we might call a rough rule: F) All
materials become metallic under sufficiently high pressure.

But why should something like this happen? The answer
can be provided from at least two perspectives. The first one is
simple: compression leads to greater overlap and, thus, to
greater interaction among both filled and unfilled MOs.
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Consider, for example, a hypothetical simple cubic lattice
of krypton atoms. A chemist will describe its electronic
configuration as [Ar]3d104s24p65s05p0; its valence 4p electrons
are well-separated from the unoccupied 5s orbitals (by about
8 eV). At ambient pressure, krypton atoms—enjoying their
octet configuration—interact only very weakly with each
other. A large separation in energy between the 4p and the 5s
manifolds assures that the polarizability of krypton is
small[84,85] and that the dispersive interactions are ultimately
weak. Figure 10 shows the outcome of a model calculation.[86]

At a Kr···Kr separation of 4.04 O (a typical length for a van
der Waals contact), the electronic bands formed from 4p
orbitals are computed to be quite narrow, with a dispersion of
about 2 eV (Figure 10a). The bands formed from the more
diffuse virtual 5s and 5p orbitals are much wider, their
dispersion being about 10 eV.

When pressure is applied to our model crystal, and the
krypton atoms are brought closer to one another, their
occupied and unoccupied atomic orbitals start interacting
more strongly. The corresponding bands spread progressively

with the applied pressure, and the band width grows steadily.
The width of the 5s/5p band increases to 20 eV at 100 GPa,
while the width of the 4p band reaches 10 eV at this pressure
(Figure 10b). If this trend continues, then at a sufficiently
large pressure, the gap between the two bands should close
through band crossing (Figure 10c). Thus, in theory at least,
the localized valence electrons of krypton, xenon, or radon
should become delocalized at some point.[87]

No one has yet seen this for krypton. But the heaviest and
the most polarizable among nonradioactive noble gases,
xenon, has been forced to surrender its nobility, by forming
a hexagonal close-packed (hcp) lattice at 70–90 GPa and then
undergoing metallization at a much higher pressure (132–
150 GPa).[88] Its isoelectronic ionic analogues CsI and BaTe
have also been metallized at comparable pressures of 115[89]

and 200 GPa,[90] respectively. Indeed, beyond a certain
compression, the equations of state of CsI and xenon are
well nigh indistinguishable.[91] CsI is a nice example of an ionic
halide in which the large, polarizable lone pairs of the I� ion
achieve metallization through band overlap with diffuse CsI

states.
We note that over a range of intermediate pressures band-

gap diminution is not universal. For classical semiconductors,
the direct band gap often increases with pressure over a
substantial pressure range.[40, 92] And there are indications that
in certain metallic structures (for example, those of lithium,[93]

and calcium[94]) bands may narrow with pressure.
There is another way to look at metallization: the

Goldhammer–Herzfeld criterion for metallization[84] is
simply that an insulator or semiconductor is likely to
become a metal when the conditions on the density are such
that the bulk polarizability diverges; that is, electrons can be
ripped of the atoms or molecules with an infinitesimal
perturbation. This argument predicts that a material becomes
metallic when the value of faVm equals unity, where f is a
dimensionless crystal-packing factor, a is the static polar-
izability of the microscopic constituent, and Vm is the volume
taken by that constituent. One immediately sees that the key
variable here is the density, which can be tailored by modern
high-pressure technologies. The Goldhammer–Herzfeld
theory works remarkably well for many systems.

In the following section we will see how a change in crystal
symmetry can give rise to and/or suppress metallicity.

12. Moving to Higher Symmetry

While human beings fall for symmetry, there is no
evidence that nature does. Those A�B�A molecules that
are stable, whether they are linear or bent, do have equal A�
B distances. But there are just as many dissociated A+B�A
systems, which represent the extreme of asymmetrization.
The case of I3

� cited above is a relevant microcosm—there are
hundreds of structures, symmetric and asymmetric, of this
anion, as it pairs with different cations.

In thinking about symmetry, or departure from it, the
Jahn–Teller theorem, in its first- or second-order incarnations,
has been immensely useful.[95] The characteristic symmetry
operation in the crystalline state is translation; a Jahn–Teller-

Figure 10. Illustration of the pressure-induced band-gap closure for a
model system, a simple cubic crystal of krypton atoms. Band struc-
tures (left) and density of states (DOS) plots (right) a) for a=4.04 E at
0 GPa (the band gap is 8 eV), b) for a=2.60 E at 100 GPa (the direct
band gap is 3 eV), and c) for a=2.11 E at 500 GPa (the band gap is
now closed). The contribution to the DOS of the s orbitals is in blue,
and that of the p orbitals in red. The dashed lines indicate the Fermi
level.
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type distortion breaking translational symmetry (and con-
sequently other symmetry) is called a Peierls distortion. A
brief introduction to the Peierls distortion is given in
Appendix B.

There is a more formal way to express this concept, in the
context of one-electron band theory for crystalline solids. In
the case that two electronic states (orbitals) at the Fermi level
are related by some k* vector in reciprocal space (nesting
vector), a distortion allows energy stabilization through a
coupling of the two crystal orbitals, if the distortion renders k*
a reciprocal lattice vector.[96] Nearby orbitals that are only
approximately degenerate can also contribute to the stabili-
zation upon distortion, through second-order effects.

Interatomic spacing is, in general, reduced under pressure.
In a Peierls distortive system, this reduction normally results
in an increase in the band dispersion, which in turn leads to an
increase in the energy difference between the paired inter-
acting states close to the Fermi level (Figure 11). Thus, the
magnitude of the stabilization which may be gained from the
Peierls distortion is diminished.

This situation is why distortion, even if it occurs at 1 atm,
may be reversed upon compression. Such is the case of, for
example, “CsAuIICl3” (which is known at 1 atm in its
cooperatively distorted Jahn–Teller form Cs2[AuICl2]-
[AuIIICl4]).

[97] A similar reversal of the Peierls distortion
should also occur for “TlIIF2” (otherwise described as
TlITlIIIF4),

[98] “NiIIIF3” (NiIINiIVF6), or “GaIICl2”
(GaIGaIIICl4).

[99]

In molecular chemistry, we have recognized (rather
slowly) that a balance between the rigidity and distortivity
of bonds determines the symmetry of some molecules. For
example, benzene?s p bonds are second-order Jahn–Teller
distortive, while the molecule?s s bonds afford rigidity; a
benzene molecule does not exhibit bond alternation.[100]

A similar scenario applies to extended metallic solids. The
greatest contributions to a Peierls distortion come from states
near the Fermi level, where partially filled bands are involved.
While the Peierls effect provides a distortive force, other
interactions, such as Coulombic repulsion and repulsions
incurred in bands below the partially filled band may resist a
distortion. For example, the filled s manifolds in a p-
distortive system (for example, a linear system) could be
effectively repulsive, because a filled band upon a pairing

distortion will break up into a bonding band and an
antibonding band. The bonding band will be stabilized
compared to the undistorted system, while the antibonding
band will be destabilized, to a greater extent. This situation is
a classical consequence of overlap, which is called, in the
chemical setting, a four-electron repulsion or a Pauli repul-
sion. Overall, there is an energy penalty from any completely
filled band in a pairing motion.

Reduced interatomic spacing also makes the repulsive
interactions steeper; that is, there is a larger energy cost for
the same amount of distortion. This effect is demonstrated
qualitatively in Figure 12, where various state energies are
plotted as functions of the generalized distortion coordina-
te x. A distortion will be realized only when sufficient
stabilization can be derived from a Peierls-type perturba-
tion.[101]

Let?s look at a specific high-pressure problem in this
context. The ambient-pressure solid iodine crystal is com-
posed of I2 molecules, pairs of iodine atoms. Experimen-
tally,[102] the structural transformation of I2 under pressure
consists of a continuous dissociation of I2 molecules, or a
lengthening of the I�I bonds. A two-dimensional array of I2
molecules with a rectangular unit cell dissociates into square
nets of iodine atoms. This dissociative process is usually
understood in terms of localized interactions between the
highest occupied molecular orbital (HOMO) and the lowest
unoccupied molecular orbital (LUMO) of neighboring I2
molecules. But as the structure becomes increasingly
extended, a delocalized MO picture may be more appropri-
ate. Also, curiously, the iodine crystal is incommensurate for
an extended pressure range. An alternative view of the
pressurization process based on Peierls distortion, or its
reversal, may be useful.[103]

In Figure 13, we show the Fermi surface of a square net of
iodine atoms in the metallic state. Two of the nesting
vectors,[104] k* and k*’, can both become reciprocal lattice
vectors upon a distortion dictated by a* and b*. This
distortion corresponds to what happens in an iodine crystal
under ambient conditions.

Pressure then turns on a reversal of the Peierls distor-
tion.[105] The incommensurate character in the structure arises
from a continuous and subtle deformation the Fermi surface.

Figure 11. The energy gap DE between interacting levels (red circles)
near the Fermi level EF increases with increased band dispersion on
going from lower (left) to higher (right) pressure. The term DE enters
the perturbation expression for the stabilization of the system in the
denominator; a large value diminishes the stability gain from a Peierls
distortion.

Figure 12. Plots of the energy E components in a distortive process as
a function of the generalized distortion coordinate x, at ambient
pressure and at high pressure. Note that the energy curves need not
be symmetric.
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Our calculation shows that the topology of the Fermi surface
of the two dimensional square net of iodine atoms is actually
quite robust to compression. Under severe compression, the
stabilization of the distortive Peierls energy can no longer
compensate for the associated energy cost. The structure will
then become symmetric. In the case of iodine, it adopts a
monatomic lattice with an odd number of electrons per
primitive unit cell, which necessarily leads to metallic
character, putting aside the question of possible magnetic
ordering.

We come to more of a guide than a rough rule:
G) Thinking about Peierls distortions (their enhancement
and suppression) is helpful in understanding symmetrization
(or its absence) in solids under high pressure. While under
compression, in general, the stability gain from Peierls
distortion is diminished, and steeper repulsive effects favor
symmetrization. There are other factors to consider, for
example, in good, simple metals. As we discuss below.

13. … Or Is It Lower?

The other side of the story is no less interesting. Most
strikingly, by now there are many known high-pressure
structures of elements that depart from ambient- or moder-
ate-pressure close-packed structures for denser lower-sym-
metry alternatives.[106]

The Peierls distortion may be a good way to think about
some unusual symmetry-lowering deformations, if one allows
oneself to leave the comfortable paradigm of electrons, even

if delocalized, that are still associated to atomic cores. A
beautiful manifestation of such a phenomenon is to be found
in one of the “simple” metals, lithium, which is predicted to
undergo an astounding symmetry-breaking pairing under
pressure.[87a] And it does just that.

A special Peierls distortion is believed to be involved in
this deformation. What happens is that, with increasing
pressure, the “inactive”, and more or less rigid, filled core
state (1s2) of lithium gains importance by occupying a larger
fractional volume. A consequence is that exclusionary forces
on the valence electrons rise, offering these electrons a
smaller and smaller ballroom for their quantum mechanical
dance. The result of a greater potential from the core levels is
a greater stabilization upon viable Peierls distortion.

In the paired Li2 state, the lithium 2s electrons reside
mostly in the interstitial regions between the Li2 units
(Figure 14a).[107] This situation creates a beautiful high-

pressure counterpart of the class of materials known to
chemists as electrides.[108] A symmetry-breaking transition has
indeed been observed for lithium under pressure (roughly
between 40 and 50 GPa;[87b] Figure 14b). Though the struc-
ture found is somewhat different than theory had pre-
dicted,[109] the unexpected deformation highlights the impor-
tance of theoretical work in high-pressure science.

Goodmetals such as lithiummay, in some pressure regime
where the paired state prevails, become semiconducting or
insulating.[110] Pairing is also predicted to be persistent in
dense hydrogen phases, in which case it is predicted to be
accompanied by charge transfer between hydrogen atoms,

Figure 13. a) Fermi surface (extended-zone scheme; each black box is
a first Brillouin zone) of a square net of iodine atoms with a shortest
I�I distance of 2.9 E, based on extended HKckel calculations. The
vectors a* (old) and b* (old) are the primitive reciprocal lattice vectors
of the square net. Two possible nesting vectors, k* and k*’, indicate a
possible distortion to a rectangular unit cell corresponding to a* and
b*. b) The monolayer of iodine atoms before the distortion. The
tetragonal unit cell is indicated with solid lines, and the rectangular
supercell dictated by the nesting vectors with dashed green lines.
c) The experimental (distorted) structure of iodine at 19 GPa,[102] with
an I�I bond length of about 2.72 E.

Figure 14. a) Calculated valence-electron density of the predicted pair-
ing phase of lithium under pressure (rs=2.0 bohr; rs is defined by
4prs

3/3=1/1, where 1 is the average valence-electron density). The
atoms are located at the regions of lowest valence-electron density
(orange spots). b) Calculated valence-electron density in the actual
lithium phase under high pressure (45 GPa; 1=0.116 eE�3). The color
scheme for electron density goes from blue (low) to red (high).
Reproduced by permission.[87b]
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marking an onset of ionicity, albeit small, in elemental
molecular hydrogen.[111]

Peierls instability can also arise as the structure of a
compound changes with increasing pressure, either continu-
ously or abruptly. The band structure (and hence the Fermi
surface) change with changing structure. Neaton andAshcroft
found that the nesting vectors[87a] may gain in importance or
new ones may emerge, resulting in pressure-induced Peierls
distortions. Insulators and semiconductors may also be subject
to second-order instabilities, but usually they are not dis-
torted, because the stabilization from the Peierls distortion
alone is insufficient. On a speculative note, the situation may
change under pressure, where the band gap can be reduced
with compression, raising the distortive energy stabilization.

More can be learned from the same simple metal, lithium.
Bergara, Neaton, and Ashcroft[112] found in their calculations
that the 2s and 2p bands of lithium scale very differently with
density. In both all-electron local-density approximation
(LDA) and valence-only nonlocal pseudopotential calcula-
tions, the 2p band broadened as expected, while the 2s band
actually flattened—a phenomenon that was not seen in a
valence-only LDA calculation with a local pseudopotential.
This behavior was rationalized by an argument that the core
state, 1s in this case, affects the 2s and 2p states differently.
Apart from the Hartree screening, the core state also imposes
orthogonality constraints on the valence states (the nonlocal
projector of the pseudopotential). As the pseudopotential
projects out only s character, orbitals with p symmetry (the 2p
states) experience the full nuclear and Hartree potentials,
while the 2s orbitals are affected differently.

This circumstance may, we hypothesize, account in part
for the difference in behavior between the elements of
Period 2 and the elements of higher periods under pressure:
both the valence s and p states are affected by the core states
for the elements of Period 3 and higher. Moreover, a similar
scenario may apply when atomic orbitals with a higher
angular-momentum quantum number are made available (for
example, in the 3d metals).

The conclusion here is again not a rough rule as much as a
warning: H) Under extremely high pressure, electrons may
move off atoms, and new “non-nucleocentric” bonding
schemes need to be devised.

14. Close Packing Is Not Close Enough

Space is the paramount issue when there is a lot of
squeezing. What structure do the elements adopt under high
pressure? The instinctive reaction is that they all are likely to
favor close-packed structures (face-centered cubic (fcc), hcp,
or variants thereof). Work of the last decade has proven this
supposition incorrect.

The structure of Rb-IV (Figure 15) is a case in point.[113]

As shown, the rubidium atoms segregate into two structural
components: one consists of tubes constructed from edge-
fused boat-shaped hexagons (green); the other consists of
chains of atoms (blue), which thread through the tubes. These
two sublattices are incommensurate. Similar phases have so
far been observed for potassium, strontium, barium, arsenic,

antimony, bismuth, and tellurium. In some of these host–guest
structures, one can actually observe a differential “melting” of
the linear thread. As another example of the sequence of
transformations that can take place, consider barium: under
pressure, barium goes from a bcc phase via an hcp phase to an
incommensurate lower-symmetry form.[114]

Here?s one way to think about the fact that close packing
is not close enough: the packing of equal-sized spheres
maximizes at approximately 74% (p/

ffiffiffiffiffi

18
p

) of the available
space in the ideal hcp and fcc (that is, hexagonal and cubic
close-packed) structures we know so well and their polytypes.
If spheres are deformed, they can pack more efficiently, as
shown by work on ellipsoids andM&M?s,[115] and by the trivial
case of extreme deformation to cubes. Or, if cubes are not to
your taste, then to triangular or hexagonal prisms, to
truncated octahedra, or to rhombic, elongated, or squashed
dodecahedra. Nature does not like cusps in the electron
density (except at the locus of nuclei, where they must be),
but one can approach these pointy geometries quite gently …

Furthermore, the problem of the optimal packing of
spheres of unequal size is unsolved, but it is obvious that for
some radius ratios unequal-sized spheres may pack more
efficiently than equal-sized spheres. There?s a lot of room, so
to speak, between 74 and 100%, if sphere sizes are allowed to
vary continuously.

So … at some pressure, there may be a driving force for a
lattice of element E to “electronically disproportionate” to
sublattices, that is (Ed+)m(E

d�)n. Such sublattices could be of
any dimensionality; there could be more than two sublattices.
And, in principle, such sublattices could pack more efficiently.

Electron transfer between the sublattices may not be
needed to differentiate them. One could imagine a dispro-
portionation to sublattices A, B, and C, where each is roughly
neutral, but is characterized by a different kind of bonding—
covalent, ionic, or metallic. One is reminded here of the
“Swiss-cheese” metallic alkali-metal suboxides, for example,
Rb9O2 or Cs11O3.

[116] One of us has suggested the existence of
interpenetrating covalent and ionic sublattices in intermetal-
lics such as NaCd2.

[117]

A disproportionation has been postulated for hydrogen
under pressure.[118] In the IR spectrum of hydrogen at high
pressures, there is indeed a striking enhancement of the
intensity of the H2 stretching mode (corresponding to a

Figure 15. Two views of the crystal structure of Rb-IV at 17.2 GPa. The
two sublattices (green and blue) have incommensurate periodicities in
the c direction (ch and cg for the host and guest sublattices, respec-
tively).
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modest polarization),[119, 120] in excess of what might have been
expected simply on the basis of intermolecular perturba-
tions.[121] Computations imply that a spontaneous polarization
of H2 occurs at around ninefold compression.[122]

We come to a rough rule: I) Close packing is the way, for a
while. But keep an open mind—still denser packing may be
achieved through electronic disproportionation and through
nonclassical deformation of spherical electron densities.

15. Virtual Atomic Orbitals on Stage

The phenomena described so far can be thought about in a
pretty classical chemical way (expanded to include the Peierls
distortion). Implicit in this approach, virtually unvoiced, is a
separation of the system (be it molecular or extended) into
certain “neutral” or “ionic” building blocks, each of them
adopting well-known electronic configurations. A typical
ordering of the atomic levels is assumed (for example, the
np set lying above the ns orbitals), with perturbations (such as
the nd orbitals of a transition-metal cation coming below the
(n+ 1)s orbitals, in contrast to the ordering of the orbitals of
neutral transition-metals atoms) being well-understood.[123]

However, various high-pressure phenomena exist which
are associated with a significant degree of electron transfer
from one electronic subshell to another. Such a process may
require great energy at ambient pressure, so it doesn?t enter
the ambient-pressure-founded chemical imagination. Yet
there are cases when explicit inclusion of such normally
higher-lying virtual orbitals is indispensable for the qualitative
understanding of a system?s properties at high pressure.

Take EuO. Upon modest compression (at greater than
30 GPa), an unexpected 4f!5d promotion takes place, which
leads to the pressure-induced metallization of this com-
pound.[124] The europium cation becomes formally trivalent
(EuIIIO2�e�), as the electrons in the 5d band are itinerant.
When one attempts to model this transition, one is forced to
consider 5d functions, along with the standard set of
unoccupied 6s and 6p orbitals. Yet even this unusual trans-
formation can be understood, by recalling the “valence
fluctuations” which are well-known from the chemistry of
certain lanthanides, or by remembering the rich photochem-
istry of lanthanide ions.

There are, however, high-pressure transformations (in
particular, for “electronically soft” species, such as the heavier
alkali metals and other relativistic atoms) that are outside of
usual chemical experience, for they are associated with
pronounced changes in electronic occupation. For example,
the electronic configuration of compressed xenon is close to
5p5.635d0.37 at 140 GPa.[125] The substantial occupation of the 5d
orbitals leads to a significant flattening of the melting curve of
xenon. It is likely that the 5d orbitals make the electronic
density on a xenon atom more labile and prone to more
diverse secondary interactions; as a consequence, xenon
easily adopts the high coordination number of 6+ 2 in the
resulting hcp structure. It turns out that d orbitals must be
considered to explain anomalies of the melting curves of other
seemingly s/p metals, such as aluminum,[126] and to explain the
superconductivity of yttrium, lanthanum, and lutetium.[127]

Or take cesium and rubidium: these prototypical s/p-band
nearly free-electron metals transform easily (at 4.2–15 GPa
for cesium and at 53 GPa for rubidium) into d-electron
conductors, with the occupation of the valence d orbitals even
exceeding 0.5![128] Some of their phases show unusually
complex bonding patterns and exhibit a counterintuitive
decrease of the coordination number. Potassium becomes a d-
electron metal at much higher pressure, while sodium shows a
range of phases with unexpectedly low melting points at
pressure less than 1 Mbar.[129]

Thus: J) Pressure may cause the occupation of orbitals
that a chemist would not normally think are involved.

The structure and content of Mendeleev?s Periodic Table
of the Elements has been of obvious importance in guiding
our chemical intuition for 140 years. This chemical master-
piece was largely deduced from the regularities of the
elements in combination,[130] these trends being recorded
under what we might reasonably call normal conditions,
especially with respect to pressure. It is of some interest to ask
how these regularities, and with them the deduced Periodic
Table, might have changed had the “normal condition” of
pressure been perhaps on the order of 1000000 atm or
more.[131] Though this question may justifiably be seen as
“terrestrially implausible”, it has considerable relevance to
the exercise being pursued here, which in a sense turns the
question around. We examine compounds at high pressure
from which one might, in a separate analysis, deduce at least a
fragment of a high-pressure Periodic Table.

16. Rife with Speculation

All the cases discussed so far have been, in fact, connected
to the appearance of new polymorphs of known chemical
substances, with modest alterations of the electronic structure
(so that oxidation states were preserved). But what about
entirely new materials, especially if we can bring them back to
1 atm? And what about the stabilization of rare oxidation
states of chemical elements? The synthesis of new compounds
is at the very heart of chemistry.

It turns out that ultrahigh-pressure synthesis (so far
lacking mass-scale applications, owing to the large costs of
maintaining pressure and the necessity to operate on very
small sample volumes) has given us some beautiful examples
of stoichiometries which are completely unknown—and
seemingly weird—at ambient pressure. A list of such com-
pounds includes Fe2S and Fe3S,

[132] Fe3S2,
[133] and MN2 (M=

Pt,[134] Ir,[135] Os[136]). Some of these, such as Fe2S and Fe3S, are
recoverable on quenching to ambient pressure and temper-
ature. Others, such as Fe3S2, are not. Another example is
provided by clathrates. Clathrate hydrates of methane and
other alkanes are, of course, a natural and important part of
the deep-sea and mantle environments.[137] Still other clath-
rates, not (yet) known in nature, have been characterized in
the laboratory.[138]

Considering the metastability issue, a chemist might be
intrigued to know why FeI2S, with its unusual monovalent
cation, doesn?t disproportionate to the more “typical” species
FeIIS and Fe0. Are there large activation barriers to some of
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these processes, and could they be understood within the
framework of the orbital-symmetry control of chemical
reactions? And could Na2Cl be synthesized by means of
pressure alone?[139]

Our imagination can roam further. Might one achieve one
day a metastable insulating AuIAu� polymorph of gold,[140]

which is a prototypical electronic conductor? Could
SiIV(O2�)2, GeIV(O2�)2 (Figure 16a), and other homologous

compounds (in particular, strong oxidizers, such as PbO2,
KMnO4, BaCrO4, or BaFeO4) form a pyrite-like MII(O2

2�)
peroxide compound (Figure 16b) under appropriate condi-
tions?[141] One might try Be2SiO4 (phenakite) or AlBO3,
which have some of the shortest nonbonded O···O contacts in
their ambient-pressure structures. What pressure is necessary
to increase the ligand field sufficiently to turn prototypical
high-spin compounds of FeIII (a d5 “pentaradical”) into low-
spin compounds?[142] Or maybe even to form Fe–Fe multiple
bonds? And can one drastically alter the ordinary regimes of
spin–orbit coupling under pressure?[143]

Could [NIIIO]+[NVO3]
� [145,146] (or [CO]2+[CO3]

2� [147]) melts
be rapidly quenched to yield novel high-energy ionic poly-
morphs of CNIVO2 (or CO2)? To what extent mightWVIN2

[80] be
stabilized (and the formation pressure decreased) when in a
ternary phase, such as LaWN3 or La2WN4?

[148] Could one
resynthesize hexagonal CuH, which decomposes to its
component elements at a pressure of about 8 GPa,[149] at
even higher pressures? And what basic chemistry underlies
the polymerization of the N3� ions in NaN3 at high pres-
sure?[150] Could one achieve a broad range of novel species
featuring bonds between noble-gas and transition-metal
atoms at high pressure?[151] What pressures are required to
transform the lanthanides from inner transition metals into
“true” outer transition metals, that is, for the involvement of
the (otherwise contracted) f shell in bonding to become
significant,[152] by analogy to the softer actinides?[153,154] Could
“aurophilic interactions” (or their copper and silver ana-
logues) evolve into genuine AuI�AuI bonding at high
pressure? How large a pressure is needed for comproportio-
nation of Au0 and AuIIIF3 into the scarce species AuIF?[155]

And could ice—possibly slightly doped with NH3 or HF, by
analogy with known nonstoichiometric solid ion conductors—
become a superionic conductor at extremely high pressure
and temperature?[156]

These speculations are wild. But as we have pointed out,
strange things happen in the realm of high pressure. Strange,
but consistent with the chemical imagination. There is more
to come.

Appendix A. An Introduction to Electron-Rich and
Electron-Poor Three-Center Bonding

If we have a system of three basis orbitals—in a linear,
bent, or triangular arrangement—we get threeMOs, as shown
for three s orbitals in Figure 17 (top). Orbitals of other
symmetry may also participate in such bonding, as shown for a
p orbital of the central atom in Figure 17 (bottom).

In come electrons. For either two electrons (electron-
deficient) or four electrons (electron-rich), the three centers
are bonded together. So one accounts for the bonding in the
central region of diborane by two electron-deficient three-
center bonds, and explains the axial bonding in PF5 by one
electron-rich three-center bond. Electron-deficient bonding is
not restricted to the boron group; it also holds together the
quite stable protonated H3

+ and CH5
+ molecules. And is

involved in agostic interactions. Electron-rich bonding cuts a
wide swath across the right side of the Periodic Table; it is
found in the molecular structures of SF4, ClF3, and XeF2, and
also in many extended structures, for instance, in the linear
Sb� infinite chains of LiSb, and the Sb2� square nets in
BaZnSb2.

[42]

Note that with the electron count comes a geometrical
preference. As the Walsh diagram for “open” and “closed”
three-center bonding (Figure 17, top) shows, a two-electron
system (for example, H3

+) would prefer a triangular geometry.
But the slope of the second level dictates a linear geometry
for a four-electron system (for example, H3

�). Less obvious,

Figure 16. Comparison of the optimized (for 0 GPa) unit cells
(Ge green, O red) of a) GeIV(O2�)2 in a cubic anti-Cu2O structure
(Pn3̄m, no. 224) and b) GeII(O2

2�) in a related tetragonal structure
(P4̄2m, no. 111).[144] The Ge�O and O�O bond lengths [E] are indi-
cated. The oxide form is calculated to be favored by about 10 eV per
cell (Z=2) over the peroxide; the oxide also has a significantly smaller
cell volume. Therefore, the structure in (b) is a hypothetical “negative-
pressure” form. Peroxide polymorphs might be stabilized relative to
the oxides for strong oxidizers (such as PbO2 or KMnO4), possibly
under high pressure.

Figure 17. Several three-center bonding schemes. Top: three s orbitals
in a linear (left) and a triangular (right) arrangement. Bottom: two
hybrid orbitals on terminal atoms and a p orbital on the central atom
in a linear arrangement. These are limiting schemes; a more realistic
description involves the admixture of p orbitals (top) or of s orbitals
(bottom) at the central atom.
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but still possible to show, is that these preferences are
reversed for a central p orbital (Figure 17, bottom).

The two bonding types we discuss here (electron-rich and
electron-poor) seem quite distinct. Their difference is max-
imal for three centers (for example, I3

+ versus I3
�). For more

centers (for example, I2n+1
+ versus I2n+1

� , for large n), the
bonding schemes approach each other. In the limit, bonding is
maximized for one electron per center (there may also be
unshared electron pairs). There?s a relation here to the
conditions for a Peierls distortion.

Appendix B. An Introduction to the Peierls
Distortion

Here we introduce the basic idea of a Peierls distortion.
Consider an infinite linear periodic chain of static hydrogen
atoms separated by a distance a, each carrying only its valence
1s orbital. The energy levels of such a hydrogen polymer form
a band (Figure 18, left). The corresponding MOs range from

one with no nodes (at the bottom of the band), through
nonbonding ones (a degenerate pair in the middle of the
band), to a combination with the most nodes possible (at the
top of the band). These levels are often labeled by the
symmetry of the wavefunctions (the irreducible representa-
tions of the translational symmetry group), which in turn are
actually a variable, the wavenumber k (wavevector in higher
dimensions) in reciprocal space.[157]

The band can, thus, be drawn in another way, as a plot of
E(k) versus k (Figure 18, middle), which is called the
electronic band structure. The range of unique values of k is
called the first Brillouin zone. Since E(k)=E(�k), it is
customary to plot only the unique values of the energy, that is,
those for positive k values. Every level inside the zone is
degenerate.[158]

When there is only one electron per atom, as is the case
for hydrogen in the ground state, exactly half of these levels
(up to the Fermi level) are filled by a pair of electrons. Every

chemist feels intuitively that such a chain of hydrogen atoms
(at ambient pressure) would pair into H2 molecules. To
appreciate the electronic origin of this instability of the chain,
let?s look at what happens to the MOs at the Fermi level upon
distortion.

If pairing is to occur, the unit cell will be doubled. So to
prepare for the potential distortion, we first redraw the band
in a larger unit cell containing two hydrogen atoms, ergo in a
smaller Brillouin zone. The MOs are the same as for the case
of one hydrogen atom per unit cell, for (so far) no physical
change has taken place (Figure 18, right). But the band is
“folded back”. Now we move the atoms off their sites to try
out the pairing distortion. The effect is biggest for the
degenerate orbital set (Y1 andY2) right at the Fermi level. As
shown in Figure 19, the pairing motion enhances the in-phase,

bonding overlap and lowers the out-of-phase overlap in Y1.
This outcome will lower the energy ofY1. On the other hand,
Y2 is destabilized by the same pairing distortion—antibond-
ing is turned on in the pair. While the strongest splitting
occurs where there is strict degeneracy, that is, at the Fermi
level, additional stabilization can be obtained from the
interaction of filled bands with unfilled ones throughout
k space, through second-order effects.

Fundamentally, levels which were degenerate (or nearly
degenerate) and were occupied by two electrons split in
energy. Were this process to happen in a molecule (for
example, to the p system of cyclobutadiene or to an octahe-
drally coordinated d9 CuII ion), we would call it a Jahn–Teller
distortion, a coupling of the energy levels with a normal mode
of vibration. In the extended system, the phenomenon is
called a Peierls distortion, and is spoken about in terms of the
coupling of electronic motions and lattice vibrations (pho-
nons).
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Figure 18. Energy band of a chain of hydrogen atoms with regular
spacing. The atomic level spreads out into a band of closely spaced
levels (left; the green box indicates the filled levels). The band is
plotted as E(k) versus k for a chain with one atom per unit cell
(middle; some MOs at the bottom, middle, and top of the band are
shown). The same band is folded back for a chain with two atoms per
unit cell (right). The dashed lines indicate the Fermi level.

Figure 19. A pairing distortion of the chain of hydrogen atoms (left)
causes the splitting of orbitals (for example, Y1 and Y2) at the Fermi
level (right).
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